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model (Thornton)

o LSX-IBIS - Integrated Biosphere Simulator from U. Wisconsin previously
run in the Parallel Climate Transitional Model (PCTM) for C4MIP Phase 2
(Thompson, Foley, Mirin, Post, Erickson)

Change Fifth Assessment Report.

Fluxnet Tower Verification Experiments

Fluxnet Tower Sites Used for Offline Model Intercomparison

* The experimental protocol is being developed by Inez Fung, Jim Randerson,

A series of offline and Peter Thornton with input from all members of the CCSM BGCWG

experiments are being
performed using Fluxnet
site meteorology data over a
range of land cover types
following the C-LAMP

; ; * The protocol involves a series of simulations at T42_gx1v3 resolution that
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e C-LAMP is a subproject of the Computational Climate Science End Station
(Dr. Warren Washington, PIl), a Leadership Computing Facility (LCF) project
at the National Center for Computational Sciences (NCCS) located at ORNL

* Experiments 1 and 2 outlined above, along with corresponding ocean
biogeochemistry runs, are presently being performed on the Cray X1E

C4MIP Phase 1 Protocol

e C4MIP Protocol-- at http://www.c4dmip.cnrs—gif.fr/protocol.html

* The primary objective is to examine the simulations of the 20th century
atmospheric carbon dioxide and the carbon dioxide fluxes at the land surface
in the coupled atmosphere-terrestrial biosphere models

* The terrestrial biosphere model R DA L AR AR
mUSt be spun up to 0 = ° o o Law Dome ice core ¥

o> Equilibrate to near pre-industrial MRS S
conditions defined as 1850 CO»
using repeated cycles of the
1875-1899 SSTs

> Force the model by two cycles of ;; 320
1875-1899 SSTs, increasing CO, ~
from 1850 to 1899

ppm)

300

* The reconstructed carbon dioxide
forcing is shown in the figure here

* Transient simulations for 1900-2000 =
use prescribed land cover (including
agricultural change from Ramankutty and Foley), prescribed sea surface
temperatures and corresponding sea ice cover (Hadley), prescribed ocean
carbon fluxes (from OCMIP), and fossil fuel emissions (Marland et al.)

Visualization by Jamison Daniel, National Center for Computational Sciences

In these simulations, the carbon dioxide from various sources are advected
individually as tracers in the atmosphere model. Here, carbon dioxide from _ _

the land (net ecosystem exchange) is shown as plumes during Feb. 1900. * 4 Multi-Streaming Processors (MSPs) per node
* 4 Single Streaming Processors (SSPs) per MSP

* Two 32-stage, 64-bit wide vector units running at 1.13 GHz and

¢ 256 interleaved "dual-core” SMP nodes
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